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While much research has been undertaken on the impact and consequences of information systems on
direct users of the systems and on their organizations, comparatively little recent work has addressed the
impact on users of the information. For instance, accounting is the most widespread quantitative information
system in use and one which has been profoundly affected by information technology (IT). Yet, existing
studies of the impact of IT on accounting focus only on accountants themselves and internal financial
reporting and they ignore external users of accounting information. As a first step toward a broader perspec-
tive, this paper empirically examines the effect of IT use on the information asymmetry (IA) between
managers and external users by contrasting the role of IT in internal and external reporting. The paper
suggests that IA has been aggravated, and IT use has played a role in this exacerbation. The implication
is that the effect of IT use in accounting is not confined to accountants and individual organizations but
extends to external stakeholders.

Introduction As a first step towards a broader perspective, this

The purpose of accounting is to identify, collect, procesd®@Per examines the effect of IT use on the information
and communicate economic information about an entig?Symmetry between managers and external users, by
to a variety of interested parties (Bodnar & Hopwood’contrqstlng the role of_IT in internal and external
1990 ). Accounting is the most widespread quantitativd©POrting in the UK. Evidence here shows that both
information system in use and one which has, unsurpris'—ntemal and_external reporting have been |mproved, but
ingly, been profoundly affected by information tech- the mt_ernal improvement is greater than that in external
nology (IT). Yet, as in other elements of the information"€POrting, suggesting an aggravation of IA. IT has played
systems (IS) discipline, while much research has beeft 0l€ in this exacerbation although it may have contrib-
undertaken on the impact and consequences of IS died posm\(ely to t_)oth_lnternal and external reporting.
direct users of the systems and on their organization$"€ main implication is that the effect of IT use in
(e.g. accountants themselves and internal reporting tgeeounting is not confined to internal users and individ-
managers), less work has addressed the impact on mo?'é"_ organizations, but extends to external stakeholder_s.
remote users of the information generated (e.g. externdliS reseéarch also serves as an example of the way in
users of accounting information). Consequently, issue¥/hich different stakeholders are impacted upon by IT.
which may be of more significance to a wider set of The next section pla_\ces the issue of information asym-
stakeholders are unexplored. As IT use in accounting ha®€try in an accounting context, followed by a brief

become more intensive, a broader perspective on jfgxamination of the nature of IT. The following section
impact is overdue. proposes two hypotheses for testing. The data collection

Adopting a broader perspective entails an investiJnethod is then described, and the hypotheses tested. The

gation of information asymmetry (IA) by comparing the PaPer concludes with a discussion of the implications of
impact of IT on different groups of accounting infor- this research.

mation users. At least two lines of inquiry may be pur-

sued: the impact of IT on the IA bet_ween corporate man- ccounting and information asymmetry

agers and external users, and the impact of IT on the |

among groups of external users. The issue of whethdnformation asymmetry means that, in any relationship,

the use of IT ameliorates or exacerbates IA is of interessomeone possesses private information which other par-
to regulators, managers and users of accounting infoties do not. There are different types of information and

mation. hence different types of IA. Two frequently mentioned
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types of information, in the accounting literature, areinternal managers and external users, and among exter-
accountability information and decision relevant infor- nal users. This paper is concerned with the asymmetry
mation, though these may overlap. Accordingly, a dis-between internal managers and external users. This is
tinction may be made between decision relevant inforaddressed by contrasting internal reporting with external
mation asymmetry and accountability I1A. reporting, two components of AlS. Before detailing the
Accountability information can generally be defined importance of the examination of this particular asym-
as reporting “on the control and uses of resources bynetry, it is necessary to briefly outline internal and exter-
those accountable for their control and use to those toal reporting.
whom they are accountable” (Rosenfield, 1974, p 126). Internal reporting is accounting information reported
While decision relevant information stresses relevancelo managers, while external reporting is that disclosed
the main characteristics of accountability information areto external users. They are similar in a number of
objectivity and neutrality. Accounting traditionally aspects. First, some information reported to internal and
focuses on this type of information, although it hasexternal users may be produced by the same systems and
placed an increasing emphasis on decision orientation iffom the same sources. Second, both comprise mainly
recent years. historical information (i.e. information about past
Focusing on decision relevant information, infor- activities). Third, both consist of mainly financial infor-
mation economics defines information as “decision-mation (i.e. information measured in monetary terms).
relevant knowledge which alter existing optimal conductThe main difference between internal and external
or decisions” (Bromwich, 1992, p 122). Adopting this reporting is that externally disclosed information is only
definition, information should not only be relevant to a subset of the information available to managers, both
decision making, but also lead to the alteration ofin volume and in type. Moreover, there is always a time
decisions. Thus additional knowledge which does notag between internal and external reporting. Further-
have an impact on a decision (i.e. which merely confirmsnore, while external users are normally provided with
the decision maker’s existing beliefs, or which changesighly aggregated information, internal managers have
these beliefs but does not alter decisions) is not classifiedccess to individual items.
as information. The main forms of external reporting are annual,
However, the definition of decision relevant infor- semi-annual and quarterly reports although stock pro-
mation is less strict in accounting, where information isspectuses, tax returns, and reports to creditors are also
seen as decision relevant if it has predictive and feedbacdéxternal reporting mechanisms. Note that external
value (FASB, 1978). Here predictive value does notreporting is not the same as public reporting as some of
necessarily mean that accounting information provideshe reported information (such as that to creditors) may
direct predictions; it can arise from accounting infor-be private. Many problems have been identified with
mation about past activities which help prediction orexisting external reporting systems. They provide, in
improve the underlying decision model. Feedback valuenost cases, general purpose reports: a single set of fin-
accrues if accounting information confirms existing pre-ancial statements containing highly aggregate infor-
dictions or causes changes in them; only the latter ofmation designed for various groups of external users
which might have value from an information econom- (Sorter, 1969). In addition, they are criticised for concen-
ics perspective. trating on legal form rather than economic substance, on
This paper does not tackle 1A from an information the past rather than the future, and on cost rather than
economics perspective. Rather, it defines it in arvalue (i.e. income determination and asset valuation are
accounting sense with reference to both decision relevaftased on historic cost). They also lack timeliness and
information (as defined in accounting) and accountabilityinformation about the company’s objectives and its man-
information. This treatment is consistent with the factagement and ownership (ICAS, 1988). Further, it is an
that accounting information systems (AIS) provides botheclectic system which uses various valuation models
types of information. In addition, it allows the use of which lacks comparability (ASB, 1993). To overcome
the qualitative characteristics of accounting informationthese problems, there have been sustained calls for
well defined in the accounting literature, as a means témproved external reporting from researchers (AAA,
measure |A. However, such a treatment does not dist966), accounting professional bodies (ICAS, 1988), and
tinguish the two types of information (though this is aregulators (ASB, 1993). As a result, many changes have
difficult or even impossible task), and thus cannot makdaken place in the last decades, such as the inclusion in
use of the delicate models advanced in information ecothe annual report of a statement of the responsibilities
nomics and agency theory. of auditors and directors, a statement of total recognised
AIS serve various groups of users, such as internajjains and losses, a longer auditor’s report, the cash flow
managers, shareholders, creditors, government, suppliestatement, and the operating and financial review.
and customers, employees, and financial analysts. Internal reporting aims to assist managers in running
AccountingrlArexistsramongrinternalbmanagers, betweenhe company. Managers can have monthly, weekly and
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even real-time financial information. Not only are they firms which is not provided by other sources, regardless
able to access all information available, but they can alsof the time lag of the reports. Specific items found to
invest in new systems. As a result, many advanced marirave an effect on the stock market include quarterly
agement accounting techniques have been adopted éarnings announcements and segment earnings
assist short and long-term decisions, such as relevaBromwich, 1992).
costing, and activity-based costing. However, internal Support of the usefulness of financial reports for
reporting is not problem free. Bromwich and Bhimani decision making can also be found in a study of users’
(1994) argue that there is a need for internal reportingnformation needs (AICPA, 1994). This finds that many
to: (1) be more responsive to new issues brought aboutsers adopt approaches to investment and credit
by managerial and technological innovations; (2) paydecisions which require extensive amounts of company-
more attention to strategy; (3) provide more market-specific information of the type commonly found in
oriented information; and (4) be less short-termist and te@external reporting. Such approaches include: (1) funda-
integrate better financial information with non-financial mental approaches that seek to value a security by
information. However, the problems with internal assessing the amount, timing, and uncertainty of future
reporting are fundamentally different from those incash flows or income, and (2) anticipation approaches
external reporting. The main difference is that, in thethat predict an entity’s short-term earnings, changes in
former, the problems are mostly related to how to pro-earnings, and changes in trends of earnings as a means
duce new types of information, while those in the latterto predict short-term changes in the prices of its securi-
are largely concerned with how and whether to discloseies. The types of information that are useful include
to external users the information already available tdoackground information, leading indicators, segment
managers. Problems in internal reporting should also basformation, and historical information for sufficient his-
problems in external reporting, but naice versaEven  torical periods. Two other findings are also relevant here.
if some deficiencies are shared by both external andhe first is that users need multiple sources of infor-
internal reporting, they would be less severe in the lattermation so that they can choose and assess the reliability
According to ICAS (1988) and Lee (1988), infor- of the information, indicating the usefulness of financial
mation which external users need in order to makeeports even if they repeat other sources. Second, users
decisions is the same in kind, but not in volume, as thaheed information from management perspectives, sug-
which management need, although others disagregesting the existence of an information gap between
(Arnold et al, 1980). ICAS (1988) also observe that cor- managers and external users.
porate reports provided to external users are little used Apart from aiding decision making, accounting infor-
by managers as they have better internal reporting sysnation also serves many accountability purposes such as
tems, which indicates the existence of an informationstewardship, performance evaluation, management com-
gap. Innes and Moyes (1991) identify the need for dispensation determination, income distribution, and
closing to external users a statement of objectives, moreesource allocation. The importance of these uses is well
segmental information and non-financial performancelocumented (e.g. ljiri, 1975; Bromwich, 1992). In parti-
measures. They also find that information which is cur-cular, Walker (1988) suggests that public accounting
rently available to managers about the economiénformation for accountability purposes, though post-
environment and future prospects, market share, condecision information, may generate social benefits such
petitors, employees, and forecasts of cash flows and pras: (1) to extend the range of trading opportunities with
fits, is not generally disclosed to external users. a view to improve risk sharing (a point also made by
The above shows the existence of an information gagsjesdal, 1981); (2) to reduce wasteful private infor-
between internal managers and external users. Howeveanation production and search; (3) to improve control of
the concern here is whether or not the existence of suckxternal investors over managers; and (4) to reduce the
a gap is significant. This may be discerned from twocosts involved in signalling insider information by man-
aspects: the importance of accounting information andgers to the market.
the consequences of the asymmetry. The consequences of IA has been well illustrated in
Empirical studies have examined the ‘informa-agency theory. This theory defines an agency as a con-
tiveness’ of accounting reports in terms of the impact oftractual relationship where a principal (such as
accounting earnings on security characteristics such ahareholders) engages an agent (such as managers) to
prices, returns, and trading volumes. Evidence suggestarry out some service on their behalf which involves
that financial reports are only one source of informationthe delegation of decision-making autonomy to the agent
to the market. However, even under the strict definition(Jensen & Meckling, 1976). Information asymmetry
of information, there is evidence to show that financialexists between the agent and the principal. Typically, the
reports do not merely repeat items already available fronagent has superior access to information. In particular,
other sources. Chambers and Penman (1984) suggest thia¢ principal is not always able to observe the agent’s
accountingsreportssecontainzinformation about specifidbehaviour and level of effort. Thus assuming the agent
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is self-interested, agency theory deals with issues of hownformation needs, and social, political and economic
to motivate the agent to act in the interests of the princiinfluences (Langristet al, 1972).
pal and how to distribute risk efficiently between the two As IT use is subject to human intentions, the conse-
(Atkinson & Feltman, 1982). quences of use, to some extent, depend on who is in
When combined with unconstrained opportunism, IAcontrol. IT can be used to benefit those in control,
results in moral hazard and adverse selection problemsalthough unintended results both positive and negative
Moral hazard occurs when the agent’'s action is unobmay occur. However, the question of whether these
servable by the principal and has a different value tdenefits are passed to others is uncertain. Thus, a distinc-
the agent as compared to the principal, and when seltion needs to be made between the private value and the
interested agents pursue their own ends at the expensecial value of IT use. The use of IT which benefits an
of the principal by shirking, duty evasion, and insider-individual organization may not benefit other inter-
dealing using private information (Holmstrom, 1979). ested parties.
The adverse selection problem refers to the likelihood The above suggests two points. First, a unilateral and
that, due to IA, either the agent or the principal maydeterminist view of the impact of IT, whether human
choose an inferior course of action when superiolintention determinism or technological attraction deter-
options exist (Akerlof, 1970). For example, a self-inter-minism, is incomplete. A pluralist view which accom-
ested manager may choose to continue a project althoughodates both technological attraction and human inten-
it is failing and when discontinuation would benefit tions is more appropriate. This views IT as a double-
shareholders. edged sword for both individual organizations and
Various mechanisms have been proposed to overconmsociety, and highlights that IT may exacerbate IA
or prevent these problems. Some are designed assumibgtween managers and external users. However, not all
the existence of asymmetrical information, such as thirdpeople share this view. For example, Hopwoedal
party monitoring, incentive schemes, efficient con-(1990) suggest that IT would have a great potential for
tracting, ethics (Noreen, 1988) and management labolrusinesses and the accounting profession, but fail to
market (Fama, 1980). Another approach is the developrecognise the differential impact and negative effects of
ment of more complete IS in order to reduce or eliminatdT on various users, be they immediate or indirect. They,
IA (Walker, 1987; Harrison & Harrell, 1993). This latter thus, come to the conclusion that commercial exploits
approach is more effective and positive. When all infor-of IT should be unconstrained.
mation is public, the agent would not shirk even if they IT may be seen as having three dimensions: its avail-
had an incentive to do so, because the principal knowability, its use, and its future development. Availability
they are shirking and will penalise them. is more suitable for the examination of the influence of
The above discussion signifies a need for reducing IAIT on the choice of alternative technologies or systems,
However, any such attempt is constrained by at least twavhile IT developments are appropriate for forecasting
factors: the cost/benefit determination of increased disthe future impacts of IT. This work focuses on the use
closure and commercial sensitivity. These factors will beof IT, since the purpose is to evaluate the actual effect
considered further later. However, the above analysis isf IT on internal and external reporting.
sufficient to suggest that it is important to investigate if Use of IT in accounting has, in turn, two dimensions,
the use of IT impacts on IA. the level of IT use and the change in use over time. The
level of IT use measures the extent and sophistication
. of IT use at a particular point of time, while the change
Information technology in use over time measures either the total amount of
IT is defined here as computer-based information prochange that occurred during a certain period of time (a
cessing and communication technologies. IT enhancestock concept) or incremental changes over that period
information capabilities in terms ofnter alia, speed, (a flow concept). Note that the level of IT use and the
accuracy, memory and tolerance, and its use provide®tal change in use overlap to some extent, and that it
more options in processing and communicating. IT isis difficult to obtain data about incremental changes in
programmable and reproductive. Moreover, it can be aise over time. Therefore, this paper primarily focuses on
control tool since it processes and communicates inforthe level of IT use although it examines the impact of
mation which may be vital for decision making, organis-IT on internal and external reporting since the early
ing and controlling. Beniger (1986) argues that both1980s. The advantage is that this choice reflects the fact
information processing and communication are inseparthat any change in internal and external reporting over
able components of the control function, and thus a specified period may be partly attributed to the earlier
society’s ability to maintain control is directly pro- uses of IT. That is to say, past use of IT creates inertia
portional to the development of IT. Hence, the choicewhich may arise from two sources. First, prior use of IT
and use of IT is determined not only by technologicalgives individuals and the organization experience with
attraction;mbutralsosby=non=technical factors such aspplications. Second, existence of a technological base
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means less effort is needed in later periods to achievate managers. First, there is a commercial sensitivity
computerisation and to make changes in internal angroblem; managers have to protect proprietary infor-
external reporting. mation and are also both able to, and have incentives to,
suppress some non-proprietary information (Dye, 1985).
The impact of IT use in accounting on Moreover, while _finqnpial reporting_is costly, the true.
internal and external reporting exphange value is difficult to estz_;lbllsh because there is
neither an accepted and practical measurement unit
The impact of IT is defined as IT-related changes in(Boulding, 1966), nor a usual price system for account-
internal and external reporting. IT-related changes implying information (Bromwich, 1992). This makes it diffi-
that IT is either a cause or a facilitator. This reflects thatult for the provider to identify benefits from disclosure.
the relationship between IT use and changes in interndlherefore, unless there are foreseen benefits, such as
and external reporting is reciprocal or symmetrical. Itwhen managers believe that their company is under-
may be that more IT use causes a change, but it mayalued (Verrecchia, 1983), managers are reluctant to dis-
also be the case that a change requires greater IT usdose additional information beyond minimum require-
In the former, IT acts as a cause while in the latter ITments. Generally, because accounting information
is a facilitator. Here, no distinction is made betweenpossesses some characteristics of a public good, its pro-
these roles since one is difficult, if not impossible tovision is hampered by problems of free riding (i.e. it is
make. Instead, the impact of IT is meant to include bothcostly to exclude non-purchasers from its use) and joint
This treatment echoes Rosenberg (1968) who casts doustipply (i.e. its use by one user does not exclude its use
on the necessity or possibility of specifying which of by another) (Bromwich, 1992). Finally, even if manage-
two reciprocal variables is the original cause, whilement is willing to share all the improved information
acknowledging that the discovery of symmetricalobtained through IT use with external users, the cost and
relationships is valuable for understanding socialcomplexity of the technology required to deliver it to a
phenomena. Moreover, taking a dynamic view, anlarge number of external users is prohibitive (though the
association between IT use and changes in internal anldternet may provide such a tool). Consequently,
external reporting may be seen better as the result ahcreasing quantity and improved quality of information
successive and cumulative interactions between IT usgenerated for internal reporting through greater use of
and the particular change. Thus, IT use can be seen &§ are not likely to be incorporated on the same scale
both a cause and a facilitator of change. in external reporting and, as a result, not only is it likely
Most organizations have automated basic elements dhat IA exists, but it is also likely that 1A has been
internal reporting systems (Clark & Cooper, 1985). ITincreased. Therefore, it is hypothesised that IT use in
also supports accountants in analytical and decisionaccounting causes or facilitates greater internal reporting
oriented tasks and allows them to change from accumuehange (IRC) than external reporting change (ERC).
lating, analysing and preparing financial information There are at least two ways to test the above hypoth-
towards interpretation, evaluating performance, ancksis. The first is to test if IT-related IRC is greater than
involvement in decision making (Collier, 1984). As a IT-related ERC, but the practical problem here is the
result, information quality has been improved in termsdifficulty, or perhaps impossibility of isolating the pro-
of comprehensiveness, accuracy, timeliness, frequengyortion of change that is caused or facilitated by IT use
and relevance (Mantle, 1983; Kirgf al, 1991). Legit- when changes may arise from many factors. The second
imately, management has full access to this improve@pproach starts by measuring the IRC and ERC that have
information. However, the benefits to internal users cantaken place, and the level of IT use. Here, confirmation
not be similarly extended to external users. of the hypothesis requires that IRC is greater than ERC,
In the long run, IT use may benefit external users, forand the level of IT use is at least equally associated with
instance, by networks allowing more frequent and on-oth. This paper uses this second method. It should be
line reporting (ITG, 1989). Moreover, extensive use ofnoted that in using this approach, some variables need
IT will increase expectations of external users and reguto be controlled as they may contaminate the association
lators which may result in increased legal requirementsbetween IT use and IRC and ERC. Three variables
Evidence for this is emerging. For example, the Securi{organization size, stock exchange listing status and
ties and Exchange Commission (SEC) has implementegearing) are suspected for the following reasons.
EDGAR [Electronic Data Gathering, Analysis and Organization size affects demand for information,
Retrieval] (Coffey, 1994) which requires listed compa-intention to supply information, and capacity for pro-
nies to file financial reports electronically and dissemi-cessing and communicating information. Large firms
nates information to users in a more timely and/or on-disclose more information to external users than small
line basis. ones for a number of reasons (Singhvi & Desai, 1971),
However, several barriers may prevent external usersicluding: (1) processing and dissemination of infor-
ofiinformationfrom-enjoying-asimany:benefits as corpor-mation is relatively less costly for large companies than
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for small; (2) large firms are financed more through fin-have a greater incentive to transfer wealth from creditors
ancial markets, and more disclosure will increaseto themselves and to existing shareholders in the face of
financing benefits; (3) large companies are more closelJA (Fama & Miller, 1972; Jensen & Meckling, 1976).
scrutinised by the public and government, and thereforélowever, potential wealth transfer is positively related
more extensive disclosure may reduce public criticismo the residual loss since creditors would anticipate these
and undesired pressure or government intervention; angpportunistic activities and thus seek compensation by
(4) smaller companies are more likely than large to feediscounting the firm’'s security. Therefore, if managers
that full disclosure could endanger their competitive pos-and shareholders agree not to exercise opportunistic
ition. These also suggest that large companies are mokehaviour, they would benefit from a higher security
likely and more able than small ones to change angbrice and an increase in firm value because such agree-
improve external reporting. Size, therefore, can beaments (debt covenants) reduce the probability of sub-
expected to have a positive association with ERC. optimal investments. Although managers and share-

Size may be seen as a proxy for organizational comholders have to bear the costs of establishing and execut-
plexity. The larger the organization, the greater its coming these contracts, the costs are small compared with
plexity, the greater the control and co-ordination neededhe investor’s price discount. Financial reporting plays a
and the greater the volume of information that needs t@entral role in many debt covenants because they use
be handled. This has two implications. First, large firms,accounting data. Moreover, the higher the gearing ratio,
compared with small, have to meet more intensive andhe greater the monitoring and, thus, the more extensive
diversified information demands from internal users, andlisclosure required by the creditors. Therefore, gearing
are under greater pressure to improve internal reportingnay have a positive association with ERC. Similarly,
to obtain good organizational performance. Howeverpecause managers have to avoid technical default, the
large companies are better resourced than small ones higher the gearing ratio, the more extensive and frequent
meet greater internal information demand. Thus, it maynternal reporting they require. Thus, gearing may also
be expected that size has a positive association with IRQiave a positive association with IRC. Last, when the
Second, IT may be more extensively used to enhancgearing ratio is high, more extensive and frequent
information capacity. Moreover, large companies arenternal and external reporting is required which, in turn,
better resourced for more extensive and advanced IT usdemands more extensive use of IT.
Therefore, it may be expected that size has a positive
association with the extent of IT use.

Listing status is associated with the extent and qualit;ResearCh method
of financial disclosure to external users for two reasonghe data used to test the above hypothesis were acquired
(Singhvi & Desai, 1971, Firth, 1979). First, being more by mail with a questionnaire as part of wider research
externally financed, listed companies have to compet@vestigating the impact of IT on accounting. Interviews
with each other for lower financing cost and higherwere also undertaken for the project but they are less
security liquidity. Thus, the extent of their external relevant here.
reporting may be more extensive than unlisted compa-
nies, and these companies are more likely to improv&ample
external reporting. Also, listed companies have to comThe sample frame is FAME (FAME User Manual,
ply with additional reporting requirements, and their1993). FAME holds financial information on some
financial reporting practice should change along with130 000 major UK companies. Here, only public compa-
changes in these requirements. Given these, it may h&ies are surveyed because, by definition, private compa-
expected that there is a positive association between listies are privately owned and thus less concerned about
ing status and ERC. As the information disclosed topublic reporting. For purposes of contingent analysis
external users is, of course, available to managers, @grosenberg, 1968) in the whole project, the sample size
positive association may also exist between listing status/as determined to be 1500 by considering the number
and IRC. Moreover, listed companies may have to usef sub-samples required, sub-sample size, and predicted
more IT in accounting to meet greater informationresponse rate (in this case, 6, 50 and 20% respectively),
demand. Further, financial market regulators may profollowing Hoinville et al (1989).
mote IT use for external reporting purposes by either
requiring listed companies to implement a type of IT Questionnaire
or by directly implementing IT-based reporting systems.This consisted of questions concerning IT use in
This is evidenced by EDGAR. For these reasons, it isaccounting, IRC and ERC, the role of IT in accounting
predicted that listing status is positively associated withmethod choice and change, and the financial reporting
IT use. environment. This paper involves the first two aspects.

Agency theory argues that as the gearing ratio (th&uestions were designed to describe the use of IT in
ratiorofsthesfirm’s-debistorequity)rinereases, managersaccounting, drawing upon previous studies on IT use in
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accounting (e.g. Kinget al, 1991), IT forecasts (for istics-oriented. Information characteristics are well docu-
instance, Straub & Wetherbe, 1989) and IT implemenmented (ASSC, 1975; FASB, 1978-1985) and widely
tation (such as Bailey & Pearson, 1983). Six of these aresed in research. For example, Gorry and Scott Morton

used here (abbreviations are in brackets): (1971) hypothesise that information attributes can be
e extent of computerisation of basic accounting sys-4reated as dependent variables in studying 1S, and Stamp
tems (BEXT); (1982) investigates the relative importance of twenty
e years of IT use in accounting (BYRS); qualitative characteristics of financial information.
e types of IT-based accounting systems in useMoreover, the approach allows survey respondents to
(BTYPE); state the degree of a change in each item. All items are
e types of IT applied in accounting (BTEC); assessed on a five-point Likert scale, respondents being
e ratio of workstations to accounting staff (BRAT); required to specify any change, and to assess the impor-
e level of IT integration (BSTAT). tance of IT if there is a change.

Fifteen items listed below were selected to reflect both In order that a reliable comparison can be made
internal reporting change (IRC) and external reportingoetween IRC and ERC, both are measured by the same
change (ERC) following a review of the literature on indicators. In so doing, there is an assumption that the
financial reporting and information systems evaluationitems have value to both internal and external users of
Seven indicators relate to relevance, namely forecasiccounting information. Though they are items valued
information, external information, comparative infor- by accounting practitioners, researchers and standard set-
mation, non-financial information, business strategyters for external reporting purposes, their importance in
specific information, segmental information and user-a public rather than a private setting is, as yet, to be
tailored information. Relevance refers to the ability of arigorously tested.

piece of information to affect a decision, and is regarded Ideally, the time span for comparison would start from
as having predictive, confirmative or evaluative valuethe time when a company started using computer-based
(ASB, 1995). To achieve relevance, there is a need t¢S in accounting, but this is impracticable. Some were
report more of the above information (ICAS, 1988). computerised thirty years ago and it would be impossible

Factors Variables Abbreviation Abbreviation 10f the respondents to know or recall what happened
for IRC for ERC then. Consequently, only changes over the last ten years
relevance forecast information XFOR11 ~ XFOR21 are investigated on the grounds that PCs, database tech-
external information XEXT11 XEXT21 i i
nology and networks have become increasingly popular
comparative information XCOM11 XCOM21 9y gly pop

non-financial information XNON11 XNON21 since then.
strategy-specific information ~ XSTR11 XSTR21

segmental information XSEG11 XSEG21 Respondents
user-tailored information XTAI11l XTAI21 . . .
time timeliness XTIM11 XTIM21 Corporate financial directors were chosen as respondents
frequency XFRE11 XFRE21  since they make major decisions in financial reporting.
reliability  auditability XAUD11 ~ XAUD2L — Moreover, many are responsible for the companies’ IT
access accessibility XACS11 XACS21 . . .
availability XAVALL  xacszi  Implementation (Kinget al, 1991).
comprehen-  understandability XUND11 XUND21
sibility presentation XPRE11 XPRE21 Survey
cost cost XCOS11 XCOS21

Two pilot studies were undertaken, the first to evaluate
The time dimension of information provision is meas-the draft questionnaire by discussion with financial
ured by two items: timeliness and frequency. Since comédirectors or chief accountants in three public companies.
puterisation may have changed many traditional featureShen, 100 companies were randomly sampled from
of data processing, the reliability of information is con- FAME. Questionnaires were sent to financial directors
sidered to be a matter of auditability. Hence, auditabilityaiming to estimate the response rate and to test further
is used as an operational definition of reliability. Two the questionnaire. The formal survey received 311 usable
items represent the possibility that users are able tquestionnaires, a rate of 20.8%. There were also 51
access information: accessibility of formal reports andresponses without completing the questionnaire, the
information availability via self-retrieval or request. main reasons being company policy, resource constraints
Inclusion of the second item is based on the considerand irrelevance. Ferber’s test (Ferber, 1948, 1949) was
ation that users might access information in a less formgberformed for non-response bias based on the returned
manner as opposed to traditional annual and half-yeajuestionnaires and shows that there is little non-
reports. Two items, understandability and presentatioresponse bias.
reflect whether information reported is communicable Of the 308 respondents who disclosed their positions,
and comprehensible. Finally, cost is used to measurB3.5% are financial directors, 18.6% accountants, 8.6%
change in reporting cost. IT managers, 10.6% other executives or non-IT man-
Choicerof-theraboveritemsrissinformation character-agers, and 6.2% company secretaries. Though the
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targeted respondents were financial directors, accounparing the association between IT use and IRC with that
ants are also well qualified to complete the questionnairdbetween IT use and ERC. The associations are obtained
Company secretaries have to respond to all externdtom partial correlation analysis and the difference
information requirements. As some questions are abouietween them is examined using Williams’ T-test
IT use in accounting, IT managers are certainly awargWilliams, 1968).

of the answers. Moreover, by definition, they are

involved in direct data processing, end-user supportingata preparation

or reporting system development, and thus they are assd@0 make the data manageable, three overall indices for

ciated with financial reporting. IT use, IRC and ERC are constructed instead of using
their individual indicators. Development of the indices
Other data involves two stages. First, it is necessary to test their

In addition to those obtained from the questionnaireinternal consistency. Details of the tests are summarised
further data were retrieved from the sampling framejn Table 1. Cronbach’'s Alpha (Cronbach, 1970) is
including company size, listing status, and gearing@pplied, which measures the internal consistency of
These variables are used later for control purposes. Sind&€ms in an index by correlating the score of an item
there is no single accepted measure of size, three ath the total score of the remaining items. Generally,
used: (1) five-year average annual turnover; (2) five-yealf the items in the index are consistent (that is, they are

average total assets; and (3) five-year averaggeasuring the same thing), they should be highly corre-
employee numbers. lated with the total score of the other items, and the alpha

measure tends to be high. Nunnally (1978) suggests that

an alpha value around 0.60 is acceptable.
Analysis Table 1 indicates that items in the IRC index and ERC

L . . index are consistent, implying that the indices are

Data analysis involves two aspects: (1) examininggjighle as both alpha and standardised alpha are over
whether IRC is greater than ERC, and (2) examiningy gn Here the standardised alpha is obtained when all
whether the association between IT use and IRC is agems are standardised to have a variance of 1. The alpha
strong as that between IT use and ERC. and standardised alpha for the IT use index are both

around 0.589 when all six indicators described are used.
A comparison of IRC and ERC The item Workstation to staff ratio (BRAT) has the low-
A frequency analysis of the changes in individual itemsest correlation with the total score of the other items.
designed to measure IRC and ERC suggests that boi{lyhen this item is excluded from the index, alpha
internal and external reporting have experienced chang@creases to 0.653 and the standardised alpha to 0.659,
(mostly positive). Parallelism also exists between IRCsatisfying Nunnally’s standard.
and ERC. For example, forecast information, frequency, The other aspect of developing an index is to assign
timeliness and presentation have changed greatly in botq value to it. There are two ways to do this. The first is
internal and external reporting. However, it seems thaio add the scores of the indicators of each index, and
IRC is greater than ERC. To confirm this, a one-sideche other is to use the factor scores from factor analysis.
Wilcoxon matched-pairs signed-ranks test is performedgoth methods have been attempted. The overall scales
The method is used, first, to test if the aggregated IRGy summing up individual indicators respectively of the
(SIRC) is greater than the aggregated ERC (SERC)T use, IRC and ERC indices are termed SITUSE, SIRC
where SIRC and SERC are the sum of the values 0ind SERC. The results from the factor analysis are sum-
individual indicators of IRC, and second to see if indi- marised in Appendix 1. Two different situations arise
vidual internal reporting aspects have undergone great@fom the factor analysis. Since only one factor is
change than corresponding external aspects. The tegbtained for the IT use index, the factor score for this
confirms that SIRC is significantly greater than SERCfactor, termed FITUSE, is directly used as the value of
the p value is well below 0.01. In 14 out of 15 aspects, the index. In contrast, as several factors of the IRC and
IRC is greater than ERC (one-tailgdvalues are well
below 0.01). The only exception is that the change inTaple 1 Reliability analysis of the IT use, IRC and ERC indi-
the cost of internal reporting does not differ from thatces
of external reporting.

Index Alpha Standardised Alpha
The association between IT use and IRC and ERC : .
Thus, it is clear that IRC is greater than ERC, indicatinggle% index (excluding 0.653 0.659
an exacerbation of the information asymmetry betweenrc index (all items) 0.830 0.838
managers and external users. This section investigat&RC index (all items) 0.911 0.912

whethersiTruseshasrasrolesinsthisszexacerbation by com-
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Table 2 Descriptive statistics for variables to be used in further analysis

Variable n Mean Median Minimum Maximum Skewness Kurtosis
ITUSE 311 12.57 12.00 5.00 18.50 0.0 0.28
SIRC 281 13.91 14.00 -1.00 30.00 0.17 -0.24
SERC 236 8.12 7.00 -4.00 30.00 0.75 -0.08

Sales (£000) 281 335121.04 18088.00 19.00 14820000.00 7.93 75.26
Assets (£000) 285 874844.23 20442.00 191.97 21359000.00 7.85 76.96
Employees 263 5518.29 282.00 1.00 286530.00 8.02 71.77
Gear 265 197.64 57.00 0.00 9457.00 9.72 110.14

ITUSE =Level of IT use; SIRG=IRC based on summed individual scores; SERERC based on summed individual scores.

ERC indices can be produced, the overall values of theompared with unlisted ones, are required to comply
two indices, termed FIRC and FERC have to be summewith additional reporting requirements, thus Spearman
from the factor scores of the constituent factors. correlation analysis is appropriate for examining its
relationship with other variables in Table 3.

These analyses shown in Table 3 serve three purposes.
Initial analysis First, they show whether there is any association
Table 2 presents descriptive statistics for all variabledbetween the level of IT use and IRC/ERC. If not, no
except listing status. Clearly, gearing and the size varifurther investigation is necessary. The results indicate a
ables exhibit positive skewness and kurtosis. For furthepositive and significant association, and this is true irres-
analysis, a log transformation of these variables is carpective of the ways in which the values of the indices
ried out. are obtained.

Pearson correlation coefficients among the variables Second, they are used to contrast the two approaches
in Table 2, and Spearman correlation coefficientso the derivation of values for the three indices. The two
between each of these variables and listing status amgpproaches produce very close results. For example, the
shown in Table 3. Note that listing status can be seeffactor score (FITUSE) and the summed value (SITUSE)
as an ordinal variable in the sense that listed companier the IT use index have a positive association of 0.996,

Table 3 Correlation coefficients matrix

Logsal Logemp Logass Logear LIST FIRC SIRC FERC SERC FITUSE SITUSE

Logsal 1 0.868* 0.859**  0.027 0.550** 0.129* 0.186** 0.243** 0.242** 0.464*  0.454**
(256)  (265)  (243) (282) (253) (257) (211)  (217) (273)  (282)

Logemp 868+ 1 0.764* -0.022 0.497* 0.209** 0.268* 0.268** 0.255% 0.479** 0.494**
(256) (263)  (240)  (263) (234) (237) (196)  (202)  (255)  (263)
Logass 0.859*  0.764** 1 0.031 0.552* 0.142* 0.190** 0.186* 0.199%* 0.391* 0.379*
(265)  (263) (256)  (284) (254) (258) (212)  (218)  (276)  (285)

Logear 0.027 -0.022  0.031 1~ 0.128* 0.137% 0.129* 0.189* 0.214* -0.002  0.001
(243)  (240)  (256) (261) (233) (236) (195)  (201)  (254)  (261)
LIST 0.550** 0.497* 0.552* 0128* 1 0000 0.051 0092 0081 0071  0.097
(282)  (263)  (284)  (261) (276) (281)  (230)  (236)  (301)  (311)
FIRC 0.129* 0.209%* 0.142* 0.137* 0.000 1  0.940* 0.672* 0.504* 0.254* 0.218*
(253)  (234)  (254)  (233) (276) (276)  (229)  (234)  (269)  (276)
SIRC 0.186** 0.268%* 0.190* 0.129* 0.051 0.940* 1  0.696* 0.638* 0.305** 0.276*
(257)  (237)  (258)  (236) (281) (276) (230)  (236)  (274)  (281)
FERC 0.243* 0.268* 0.186* 0.189* 0.092 0.672* 0.696** 1 0.954* 0.233* 0.195**
(211)  (196)  (212)  (195) (230) (229) (230) (230)  (224)  (230)
SERC 0.242* 0.255% 0.199%* 0.214** 0.081 0.594** 0.638** 0.954* 1 0.212%  0.179*
(217)  (202)  (218)  (201)  (236) (234) (236)  (230) (229)  (236)

FITUSE 0.464* 0.479%* 0.391* -0.002 0.071 0.254** 0.305* 0.233* 0.212* 1 0.996**
(273)  (255)  (276)  (254)  (301) (269) (274)  (224)  (229) (301)

SITUSE 0.454** 0.494** 0.379** 0001  0.097 0.218* 0.276* 0.195%* 0.179** 0.996** 1

(282)  (263)  (285)  (261) (311) (276) (281)  (230)  (236)  (301)

Note: Two-sided tests; * significant at 0.05, and ** at 0.01. Sample sizes are in brackets. These are used throughout the paper.

Logsal= Log of sales; Logemp log of employees; Logass log of assets; Logear log of gearing; LIST= listing status; FIRC= IRC based on factor
scores; SIRC= IRC based on summed individual scores; FERERC based on factor scores; SERCERC based on summed individual scores;
FITUSE =T use based on factor'scores;'SITUSHT use based on summed individual scores.
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significant at 0.001. Thus, only one (the summed valuélable 5 and indicate that the differences are significant
approach) is used in subsequent analysis. in all cases at 0.05 or below. Since exact normality can-
Third, they provide information for the selection of not be assumed, the significance levels are only approxi-
control variables for further analysis of the relationshipmate. However, there is clear evidence that IT use is
between the level of IT use and IRC/ERC. Althoughmore associated with IRC than with ERC.
three variables (size, gearing and listing status) have In summary, the evidence that IRC is greater than
initially been considered for this purpose, whether theyERC suggest an exacerbation of existing IA. The fact
will actually be used depends on whether they meet théhat IT use is significantly associated with IRC indicates
following criteria: “Generally, only variables that are that IT has played a role in IRC, while the result that
associated with both the independent variable and thEl use has no significant association with ERC means
dependent variable can potentially bias the results. Thuthat IT use has no bearing upon ERC. The combination
only variables that show an association with the inde-of these results suggests that, while more and better
pendent and dependent variables under investigation aneformation is made available to managers by the use of
selected as control variables.” (Frankfort-Nachmias &IT in accounting, this improvement has provided little
Nachmias, 1992). benefit to external users. This is consistent with the
Table 3 shows that all the transformed size variablefiypothesis that IT use in accounting facilitates or causes
(Logsale, Logemp, and Logass) are positively associategreater IRC than ERC.
with both the IT use variable (SITUSE) and the two fin-
ancial reporting variables (SIRC and SERC). This sug. . .
gests that company size should be controlled i iscussion and conclusions
investigating the relationship between the level of IT useFollowing an examination of the impact of IT on
and IRC/ERC. accounting, Hopwooet al (1990) advised the Institute
However, although gearing (Logear) is positively of Chartered Accountants in England and Wales not to
associated with both IRC and ERC, it has no significanexert influence on the development of IT applications or
association with the level of IT use. Therefore, it isits commercial exploitation. An implicit assumption of
excluded from further analysis. Moreover, since listingthis might appear to be that the effect of IT use in
status (LIST) is not significantly correlated with the level accounting is confined to accountants or their organiza-
of IT use, IRC and ERC, it is not considered in tions, and that IT use in accounting is no more than tech-

further analysis. nological innovation.
However, confirming much of the IS literature which
Further analysis suggests that the consequences of introducing IS are

Partial correlation analysis investigates the relationshipnore widespread and unpredictable than expected, this
between the level of IT use and IRC/ERC while con-paper argues that IT, which is instrumental to financial
trolling for size (Table 4). All three size measures arereporting, is a double-edged sword. It is shown that IT
used and their results are close. It is clear from the tabl&as now been used extensively in accounting and, as a
that, when size is controlled for, there is a positive andresult, more and better information is available. While
significant association between the level of IT use andnanagers have full access to this information, outsiders
IRC, but no significant association exists between thejo not, resulting in the exacerbation of accounting infor-
level of IT use and ERC. mation asymmetry between the two.

A Williams’ T-test is used to further test whether the  This effect of IT use in accounting suggests that it
difference between the paired coefficients in Table 4 ids not merely a matter of technological innovation, but
significant while taking account of the fact that IRC is involves the interests of many users of accounting infor-
statistically associated with ERC. The procedure ismation. It also indicates that the effect of IT use in
described in Appendix 2. The results are summarised imccounting is not confined to accountants and individual

. . - Table 5 One-sided Williams’ T-test of the equality of two
Table 4 Partial correlation coefficients between the level of IT dependent correlation coefficients

use and IRC/ERC controlling for size

. Size Measure n & Mo M T D.F

Comparison Control Control Control

Logsale Logass Logemp | hgsal 215 0.224 0114 0.622 1.89 212

. - . Logemp 199 0.171 0.063 0.611 1.74 196

SITUSE and 0.224 0.171 0.218 Logass 214 0.218 0.080 0.623 2.38 211
SIRC (255) (234) (254)
SITUSE and 0.114 0.063 0.080 Note: for a one-sided test at levels of 0.05 and 0.01, critical values are
SERC (215) (199) (214) 1.64 and 2.33 respectively (normal approximation for large degrees of

freedom).
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organizations. Thus, it could be argued that the approacil use on external users of accounting information is
recommended to financial reporting regulators needalso considered.
reappraisal. To the extent that IT use has a negative By examining the effect of IT use in accounting on
effect on IA between managers and external users, ihe IA between managers and external users, this paper
could be argued that regulators have a responsibility forepresents a first step towards a broader focus and per-
IT use in accounting. spective. However, the following limitations should be
Whilst monitoring and controlling IT use in account- borne in mind. The first lies in the survey design which
ing may be desirable as a potential mechanism for reduds weak in drawing causal inferences. Although such a
ing IA, it is infeasible. This infeasibility stems from three design is consistent with the reciprocal nature of the
sources. First, though this paper demonstrates that IT ugelationship between IT and financial reporting, the
may increase |A, further research would need to confirninability to draw causal inferences and hence to dis-
its findings before regulators could consider actiontinguish the two roles of IT in IRC/ERC (cause and
Second, there would need to be sufficient evidence ofacilitator) hinders the possibility of making more
the cost-benefit of such regulation since any such movemphatic recommendations. A second limitation relates
would be highly complex and costly. Third, even if the to the questionnaire. While this paper has addressed
causal link was established, regulation of the effecissues of non-response bias using the Ferber test, and
(information asymmetry) rather than the causeused interviews to obtain in-depth information, no effec-
(information technology) would appear to be more senstive counter is available to hidden delegation which may
ible. This might involve producing more stringent regu- have contaminated the data.
lations on financial reporting. However, though it poses This paper has shown, using the example of the

few resource requirements for regulators, resistance frofccounting domain, that information technology has dif-

financial information providers may be provoked.

ferential effects on users of information. Although this

Past research on the impact of IT on accounting hagroposition is alluded to in many IS discussions, it is
had a narrow focus on accountants, and on intern&eldom InveStlgatEd or tested. This paper indicates that
accounting and reporting. This partly reflects the separlT exacerbates information asymmetry between users
ate development of the accounting and information sysinternal and external to the firm.

tems disciplines. It '§ afgued here that a broader resear(fﬂt(’&knowledgements?he authors would like to thank two anonymous
focus and perspective is needed so that the impact oéferees for improving this paper.
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Appendix 2

Initially, all items of an index enter the analysis. One The T-test is designed to compare two dependent corre-
factor is obtained for the IT use index. However, differ- lation coefficientsr,; andr,; using the following test
ent and inconsistent factors are produced for the IRGtatistic:
and ERC indices. This obstructs use of the results for
comparing the relationship between IT use and IRC, and
that between IT use and ERC. Moreover, the factors in
the ERC and the IRC indices are difficult to interpret n—1 _
because some original items have superficially been 2( )|R|+r(l—r12)3
clustered to a factor. This highlights a problem with a n-3
statistical approach to dimensionalisation: they only -
recognise the numbers, not the meaning behind ther{'Nere |R|_:(l—r§3—r§?, TI5) + 2igadn 1= (Tat
Thus the dimensions so produced may only be seen dg2/2: 112 1S the coefficient between variable 1 and vari-
dimensions in a statistical sense. To overcome this, th@P€ 3,123 is the coefficient between variable 2 and vari-
factor analysis is applied again on each subjectively for@Ple 3, and-; is the coefficient between variable 1 and
mulated dimension. Table 6 presents a summary ofariable 2, anais the sample size. Assuming normality,
this attempt. under Ho: p1s=po3 T follows Studen_t’_st-dlstrlbutlon
ltems in the IRC and ERC indices are grouped alongVith (n—3) degrees of freedom (Williams, 1968). A
subjectively formulated dimensions to which they attach One-sided Williams’ T-test with the alternative hypoth-
The factor analysis using principle components analysi§SiS PeindH: : p1s> p.sis applied to investigate the dif-
as the factor extraction procedure has been performgl§rénce between the two dependent correlation coef-
for each dimension. Note that in every case, only Onélment; in Table 4. In the tab_Iegag are the coefficients
factor has been extracted and further rotation is noth the first row and; the coefficients in the second row.
required or necessary. This may be seen as a justificationinc€ the pairwise exclusion method is used to treat the
for the dimensions so developed. Also the sizes of thanissing values in the partial correlation analysishas
variance explained by the factors are much larger comtwo values. To be conservative, the smaller is used.
pared with those obtained from an earlier attempt. The
factor scores so obtained are used in the construction of
the overall scores of the IRC and ERC indices.

(n-1) (A+ry)

T=(riz—r)
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Table 6 Summary of factor analysis of the IT use, IRC and ERC indices

Index Factor Variables attached to the factors Var. explained (%) KMO
IT use index ITUSE F1: BEXT, BTYP, BTEC, BYRS, BSTAT 43.1 0.72
IRC index Relevance F1: XFOR11, XEXT11, XSTR11, XSEG11, 38.6 0.81
XTAI11, XNON11, XCOM11
Access F1: XACS11, XAVAll 73.2 0.50
Time F1: XFRE11, XTIM11 85.1 0.50
Comprehension F1: XPRE11, XUND11 74.1 0.50
ERC index Relevance F1: XFOR21, XEXT21, XSTR21, XSEG21, 51.1 0.87
XTAI21, XNON21, XCOM21
Access F1: XACS21, XAVA21 79.8 0.50
Time F1: XFRE21, XTIM21 89.9 0.50
Comprehension F1: XPRE21, XUND21 83.4 0.50

Notes to the table: (1) Factor extracting method: principal components analysis; (2) Factor rotating method: varimax; (3) Missing value treatment:
pairwise deletion; and (4) Refer to text for the items that the abbreviations in this table stand for.
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